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Causal Effects of Time-Varying Exposures: A Comparison of Structural Equation 
Modeling and Marginal Structural Models in Cross-Lagged Panel Research

Jeroen D. Muldera , Kim Luijkenb , Bas B. L. Penning de Vriesb and Ellen L. Hamakera 

aUtrecht University; bUniversity Medical Center Utrecht  

ABSTRACT 
The use of structural equation models for causal inference from panel data is critiqued in the causal 
inference literature for unnecessarily relying on a large number of parametric assumptions, and alter-
native methods originating from the potential outcomes framework have been recommended, such as 
inverse probability weighting (IPW) estimation of marginal structural models (MSMs). To better under-
stand this criticism, we describe three phases of causal research. We explain (differences in) the 
assumptions that are made throughout these phases for structural equation modeling (SEM) and IPW- 
MSM approaches using an empirical example. Second, using simulations we compare the finite sample 
performance of SEM and IPW-MSM for the estimation of time-varying exposure effects on an end-of- 
study outcome under violations of parametric assumptions. Although increased reliance on parametric 
assumptions does not always translate to increased bias (even under model misspecification), research-
ers are still well-advised to acquaint themselves with causal methods from the potential outcomes 
framework.
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1. Introduction

A common question shared across research disciplines is 
how one variable has a prospective effect on another. In 
psychology and related fields, this question is often tackled 
using panel data, in which the same people are measured 
multiple times on the same variables. A particularly popular 
modeling approach to such data is cross-lagged panel mod-
eling, which refers to a particular class of statistical models 
within the broader context of the structural equation model-
ing (SEM) framework (see Usami et al., 2019; Zyphur, 
Allison, et al., 2020; Zyphur, Voelkle, et al., 2020, for an 
overview of the various specific SEM models this modeling 
approach comprises). The cross-lagged effects that are 
obtained with them are often interpreted as causal effects, 
sometimes quite explicitly (Asendorpf, 2021; Orth et al., 
2021), but oftentimes in a more implicit way through the 
use of specific language (e.g., when one variable is described 
to “react to,” “respond to,” “impact,” or “spill over into” 
another variable; Hamaker et al., 2020; Hern�an, 2018). 
While the SEM framework has been commended by 
researchers like Bollen and Pearl (2013) for the purpose of 
causal inference, there is also criticism of this practice. In 
particular, Van der Laan and Rose (2011) and VanderWeele 
(2012) point out that SEM models depend heavily on para-
metric assumptions; since these are likely to be violated—at 
least to some degree—in practice, SEM is prone to bias 

when used for causal inference, according to these 
researchers.

Obviously, this claim should raise concerns among SEM 
users. Yet, disciplinary differences can hinder SEM users, 
for instance from the field of psychology, to appreciate the 
arguments, concerns, and solutions put forward by SEM 
critics who come from fields like epidemiology and biostat-
istics. To fully comprehend whether, when, and to what 
extent the critique of SEM is relevant, one first needs to be 
well-versed in the principled approach to causal inference 
(based on the potential outcomes framework) that is cur-
rently used in these disciplines. Additionally, one needs to 
be aware of typical presumptions in these disciplines: 
Oftentimes, the focus is on a binary causal variable, which 
is typically referred to as the treatment or exposure; further-
more, when the state of this variable can vary over time, the 
focus is often on contrasting treatment regimes—that is, 
specific sequential patterns of being (not) exposed at par-
ticular time points—rather than the effect of the exposure at 
one specific time point only; in that case, the focus is often 
on an end-of-study outcome, rather than multiple repeated 
outcomes. Finally, to understand what is meant with the 
unrealistic parametric assumptions made in the SEM frame-
work, and how these can be avoided using an alternative 
estimation framework, one needs to be able to compare the 
SEM approach with a possible alternative that is proposed, 
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such as inverse probability weighting (IPW) estimation of 
marginal structural models (MSMs; Robins et al., 2000; 
Vansteelandt & Sjolander, 2016). Hence, bridging this dis-
ciplinary gap is quite challenging, and it is therefore likely 
that the criticism of SEM does not end up with SEM users.

The goal of this paper is therefore twofold. First, we 
want to provide SEM users from disciplines like psychology 
with the necessary knowledge to understand the voiced criti-
cism of SEM for causal inference. To this end we introduce 
the reader to the principled approach to causal inference 
that has been developed within the potential outcomes 
framework, and discuss to what extent SEM can be consid-
ered compatible with this approach. Moreover, we will 
explain the main idea and purpose of IPW estimation of an 
MSM as an alternative that is based on fewer parametric 
assumptions, making it less susceptible to violations of these 
assumptions. Second, we will perform a simulation study to 
assess the finite sample performance of path analysis (a 
SEM method) versus IPW estimation of MSMs under vari-
ous violations of the parametric assumptions that path ana-
lysis relies on. Throughout, our focus will be specifically on 
panel data where we want to make inferences about the 
effect of a time-varying exposure on an end-of-study out-
come, in the presence of both baseline and time-varying 
confounding.

This paper is organized as follows. Section 2 introduces 
the potential outcome framework and the phases of causal 
research. These phases are illustrated for both SEM and 
IPW estimation in Section 3 using an empirical example 
concerning the effect of smoking cessation on body weight. 
Section 4 describes the set-up of our simulation study for 
comparing the bias and mean squared error (MSE) of path 
analysis and IPW estimation in estimating the effect of a 
time-varying binary exposure on a continuous end-of-study 
outcome under different violations of parametric assump-
tions. Section 5 describes the results of the simulations. We 
end with a discussion and conclusion.

To facilitate understanding of terminology more common 
in the potential outcomes framework, we provide a glossary 
in Table 1 that explains important causal inference related 
terms that our discussion relies on. Boldfaced words in this 
paper are included in the glossary. Annotated R code used 
for the analyses in this paper can be found in the online 
supplementary materials at https://jeroendmulder.github.io/ 
SEM-and-MSM.

2. Causal Inference in the Potential Outcomes 
Framework

Generally, the process of causal inference contains three 
phases, namely (1) the formulation of a causal research 
question using potential outcomes, resulting in a causal esti-
mand; (2) the identification of the causal estimand in terms 
of observed data, translating the causal estimand into a stat-
istical estimand; and (3) estimation of the statistical esti-
mand from a finite sample using a statistical model 
(Goetghebeur et al., 2020; Petersen & Van der Laan, 2014). 
Below, each phase is discussed in more detail.

Phase 1 concerns the formulation of a causal research 
question in terms of a contrast between possible scenarios. 
In the case of a time-varying exposure, the question can be 
of the form “What would happen to an outcome variable if 
a time-varying exposure had been fixed to a certain regime 
versus another regime?”1 These questions are thus expressed 
as contrasts of potential outcomes, that is, values of an out-
come that would have been observed if the exposure had 
been set to a particular regime (see Table 1 for a definition 
of an “exposure regime”; Rubin, 1974; Splawa-Neyman 
et al., 1990). Phase 1 involves, amongst other things, specify-
ing a population, an exposure contrast, and an outcome. 
The population indicates which specific group of individuals 
the study aims to make inferences about (which is referred 
to as the target population in the causal inference literature), 
that is, who is eligible for inclusion in the study? This 
includes a specification of the moment at which individuals 
become eligible for the study (Brookhart, 2015; Edwards 
et al., 2016; Hern�an et al., 2016; Suissa, 2008). The exposure 
contrast reflects which specific exposure regimes will be 
compared. The outcome is specified by defining the measure 
that is a relevant outcome, including when this is measured. 
Thinking about these questions and using the potential out-
comes language helps researchers to formalize their research 
question into an explicit causal estimand that describes in 
great detail what causal effect is of interest.

Phase 2 concerns the translation of the causal estimand 
(which is a hypothetical, potential outcomes concept), into a 
statistical estimand that can be estimated using observed 
data. The process of equating a causal estimand to a func-
tion of the population distribution of observed variables is 
also known as identification. This is done by evaluating a set 
of causal identification assumptions, typically including 
consistency, exchangeability, and positivity (Hern�an & 
Robins, 2020). The assumption of consistency relates the 
potential outcomes that form the basis of the causal esti-
mand to observed outcomes. It requires interventions on 
the exposures to be sufficiently well-defined, implying that 
researchers need to clearly define an intervention on expo-
sures, even if the intervention is purely hypothetical (e.g., 
carrying out the intervention would be unethical, impracti-
cal, or impossible; Hern�an & Robins, 2020). The assumption 
of conditional exchangeability states that, conditional on 
covariates, the potential outcomes are independent from the 
observed exposures of individuals. One often-discussed 
scenario in which this assumption is violated, is when there 
exist unmeasured covariates that confound the relationship 
between an exposure and an outcome. Hence, this assump-
tion is closely associated to the assumption of no unmeas-
ured confounding that psychological researchers might be 
more familiar with, but note that the assumption of condi-
tional exchangeability is more general (i.e., there exist situa-
tions other than the presence of unobserved confounding in 
which conditional exchangeability is violated; Bollen, 1989). 

1Readers more familiar with the potential outcomes literature might recognise 
this research question as pertaining to static exposure regimes rather than 
dynamic exposure regimes. For accessibility of the paper, we focus exclusively 
on the simpler case of static exposure regimes.
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The positivity assumption indicates that there is a non-zero 
probability for individuals to be in either exposure condi-
tion. This assumption would be violated when, in practice, 
there is perhaps a policy or condition due to which an indi-
vidual has a zero probability of either one exposure values.

Phase 3 concerns the translation of the statistical esti-
mand, which still refers to the entire population, to an esti-
mator, which is a method to estimate the statistical 
estimand from a finite random sample. We compare two 
methods here: Path analysis (a SEM approach), and IPW 
regression of an MSM (a potential outcomes approach). 
These different methods make different parametric assump-
tions—such as linearity for certain relations, and whether or 
not interactions are present—which imply a particular prob-
ability distribution. Whenever an estimator relies on para-
metric assumptions, it comes with the risk of model 
misspecification, and violation of parametric assumptions 
can result in a biased estimator.2 Parametric assumptions 
and violations thereof can also influence other properties of 
estimators, such as statistical convergence, or sampling vari-
ability. It is therefore important to decide a priori which 
properties of estimators are most desirable for a particular 
research problem, and then to find an estimator that has 
these properties.

Sometimes a fourth phase is described, in which 
researchers evaluate how particular assumptions made 
throughout the first three phases impact their results. 
Through a sensitivity analysis, it can be determined how 
large the violations of an assumption need to be before this 

changes the conclusions that were drawn (based on the 
results in Phase 3). In the current study, we do not further 
discuss this, but the interested reader is referred to Imbens 
and Rubin (2015), Lash et al. (2009) and VanderWeele and 
Ding (2017).

2.1. Differences between SEM and MSM Approaches

The phases for empirical causal research are equally applic-
able to both SEM and potential outcome approaches. 
However, notions about causality are explicit in the latter; 
for instance, an MSM is defined in terms of potential out-
comes, rather than in terms of the observed outcome vari-
able, and thus invites explicit examination of causal 
identification assumptions. SEM can also be used within the 
potential outcome framework (e.g., De Stavola et al., 2015; 
Moerkerke et al., 2015; B. O. Muth�en et al., 2016). However, 
in applications of SEM models for cross-lagged panel 
research, commonly in psychology and related fields, the 
focus is mainly on estimation of (complex) statistical models 
(Phase 3) where little to no attention is paid to the formula-
tion of an explicit causal research question (Phase 1), and 
identifying it (Phase 2; Grosz et al., 2020; Hamaker et al., 
2020). Without careful formulation and evaluation of the 
causal identification assumptions, it remains unclear if the 
estimates that result from a statistical analysis actually pro-
vide an answer to the causal question of interest. Despite 
this, estimates derived from SEM models in cross-lagged 
panel research are often described using implicit causal lan-
guage, making the interpretation of results even more 
ambiguous (Hern�an, 2018).

Another difference between SEM and potential outcome 
approaches concerns their modeling “focus.” While typically 
only one (or a limited number of) causal effect(s) is targeted 
in a research question, SEM approaches usually attempt to 

Table 1. Glossary of causal inference-related terms used in this article.

Term Description and related terms

Exposure regime A rule that determines the value of a time-varying exposure for each time point (Hern�an & Robins, 2020). In 
case of a dichotomous exposure variable, an exposure regime is thus a specific sequence of 0’s and 1’s, 
indicating for each time point whether treatment or no treatment is given. Here, we discuss static 
regimes, implying that exposure values are all predetermined. Related term: exposure sequence.

Always-exposed An exposure regime in which a binary exposure is set to “exposed” for all predefined number of time points.
Never-exposed An exposure regime in which a binary exposure is set to “not exposed” for all predefined number of time 

points.
Causal estimand A precise description of an effect, reflecting the research question of a research project. It summarizes at a 

population-level what the outcomes would be in the same individuals under different exposure conditions 
(European Medicines Agency, 2020). Causal estimands are often defined as functions (e.g., contrasts) of 
potential outcomes. Related term: target causal quantity (Petersen & Van der Laan, 2014).

Causal identification The process of translating a causal estimand to a statistical estimand, which is defined as a function of 
observed data. It involves evaluation of the causal identification assumptions of exchangeability, 
consistency, and positivity.

Exchangeability A causal identification assumption restricting the exposure to be independent from the potential outcomes 
(Angrist & Pischke, 2009; Hern�an & Robins, 2020; Imbens & Rubin, 2015). Violated in settings with 
confounding/selection bias. Related terms: unconfounded assignment, unconfoundedness, no unmeasured 
confounding, (conditional) independence of treatment and potential outcomes, exogeneity (Rosenbaum & 
Rubin, 1983).

Consistency A causal identification assumption linking potential outcomes to observed outcomes. It is violated when 
exposure is not well-defined and/or there exist multiple versions of intervention/treatment (Hern�an, 2016).

Causal directed acyclical  
graphs (DAGs)

A diagram, consisting of nodes and edges connecting them, visualizing a data generating process. Nodes 
represent variables in the phenomenon under study, and edges the causal relationships between them. 
All variables thought to play a role in the causal process should be included. Related terms: causal 
diagrams, non-parametric structural equation model (Pearl, 2009)

2We discuss parametric assumptions in Phase 3, but it is possible that 
parametric assumptions are already incorporated in the statistical estimand, 
and are thus part of Phase 2. A more estimation-specific (i.e., Phase 3-specific) 
matter is how the parameters of the statistical models are estimated using 
finite samples. Different estimators (e.g., maximum likelihood with or without 
penalization, or random forests) need not have the same statistical properties 
(e.g., finite sample bias, statistical convergence, sampling variability).
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model the entire causal process under study. That is, SEM 
models make parametric assumptions about the causal 
dependencies of the outcome, the exposure, and all time- 
varying covariates that are thought to play a role. By esti-
mating each and every individual path-specific effect, SEM 
models rely on a large number parametric assumptions in 
total. This is a valid approach assuming all of these assump-
tions hold (e.g., if, in fact, all effects are linear and there are 
no interactions). However, one of the points made by critics 
of the use of SEM models for causal inference, is that these 
parametric assumptions are unlikely to start with, and the 
potential for violations thereof only increases as the size of 
SEM models grows (VanderWeele, 2012). Instead, IPW esti-
mation of MSMs does not require a model for the distribu-
tion of covariates, and the relation between covariates and 
the outcome. Compared to SEM, this reduced reliance on 
parametric assumptions therefore should, in principle, lead 
to more robust causal inference.

A third difference is how both modeling approaches han-
dle the problem of exposure-confounding feedback. This issue 
occurs whenever an exposure affects subsequent time-vary-
ing confounding variables and is itself influenced by the 
confounding variable (Robins et al., 2000). This type of con-
founding cannot be adjusted for using standard regression 
techniques which attempt to estimate effects of a time-vary-
ing exposure simultaneously, for example by a single linear 
regression of the outcome on previous time-varying expo-
sures and time-varying covariates. G-methods such as IPW 
estimation for MSMs have been developed to resolve these 
issues and estimate time-varying exposure effects (Daniel 
et al., 2013; Naimi et al., 2016; Robins et al., 2000). 
However, exposure-confounding feedback is not a topic in 
the SEM literature, as modeling the entire assumed data 
generating mechanism forgoes this issue. Hence, the issues 
introduced by exposure-confounding feedback are likely 
unfamiliar to researchers predominantly working with SEM.

3. Investigating Time-Varying Exposure Effects: An 
Example Using Smoking Cessation and Body 
Weight

To illustrate the three phases of causal inference described 
above, we make use of an empirical example about the 
causal effect of smoking cessation on body weight. These 
data come from the health survey of the Longitudinal 
Internet studies for the Social Sciences panel, administered 
by Centerdata (Tilburg University, The Netherlands). The 
LISS panel consists of a random sample of Dutch house-
holds representative of the Dutch-speaking population in 
the Netherlands aged 16 years or older (more information 
about the LISS panel can be found at https://www.lissdata. 
nl; Scherpenzeel, 2018). The empirical example focuses on 
self-reported measurements of smoking cessation, body 
weight, and a set of covariates in the period 2007 to 2020. 
Some simplifying decisions were made throughout the three 
phases. This was done for illustrative purposes, and to keep 
the focus of this comparison on the (parametric) 

assumptions underlying both approaches (rather than on 
differences in, for example, techniques for missing data 
handling).

3.1. Phase 1: Formulation of the Research Question and 
Causal Estimand

Formulating a research question and causal estimand is 
similar for SEM and potential outcome approaches. Suppose 
we are interested in the impact of smoking cessation on 
body weight. Rather than focusing on the effect of smoking 
cessation at one particular wave on body weight at the next 
wave (as often focused on in cross lagged panel modeling), 
we may decide to focus on the effect of smoking cessation 
at multiple waves on an end-of-study measure of body 
weight. Our research question about the average causal 
effect (ACE) of a change in exposure (i.e., smoking) regimes 
can then be: “What would be the difference in average body 
weight after two years if all currently smoking adults quit 
smoking, and refrained from smoking for two years, com-
pared to if they continued smoking for two years?” This 
research question describes a joint effect, as it refers to a 
change in smoking status at multiple exposure times, that is 
smoking cessation in year 1 and year 2, and its combined 
(joint) effect on end-of-study body weight (Daniel et al., 
2013).

The target population in this example are adults who 
smoke in the general Dutch population. The moment that 
individuals become eligible is the moment they enroll in the 
LISS cohort. Note that this is an eligibility criterion that is 
difficult to translate into a meaningful event in everyday life 
(i.e., outside the context of the LISS study; Suissa, 2008). 
We explored whether we could define a meaningful moment 
of eligibility, such as “the first time that their physician indi-
cated they are at cardiovascular risk (i.e., suffer from high 
blood pressure, high serum cholesterol, or diabetes).” 
However, this left us with fewer than 80 individuals in the 
LISS data set, which would inhibit us from fitting the mod-
els of interest in this illustration. We make this remark for 
future empirical studies. The exposure contrast is “quitting 
and refraining from smoking for two years” versus 
“continuing smoking for two years.” The outcome is defined 
as body weight in kilograms measured by a scale two years 
after the moment of becoming eligible.

To formalize this research question as a causal estimand, 
we introduce some notation. In terms of timing, we denote 
t ¼ − 1 as the time at which eligibility is assessed. From 
time point t¼ 0 onward, the exposure can vary for every-
one. Let Y2 represent the end-of-study outcome, observed 
body weight in kilos at time point t¼ 2. Let At denote the 
exposure variable of interest at time point t, in this case 
quitting smoking (At ¼ 1) or not (At ¼ 0). Let Lt denote a 
multivariate random variable consisting of multiple covari-
ates at time point t (including body weight at t¼ 0, 1), and 
with baseline covariates measured at t ¼ − 1, L−1: We 
abbreviate the history of the exposure and covariates up to 
t, that is, ðA0, . . . , AtÞ and ðL0, . . . , LtÞ, by �At and �Lt , 
respectively. Finally, let Y�a1

2 be the potential outcome weight 
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under smoking regime �A1 ¼ ðA0, A1Þ ¼ ða0, a1Þ: The poten-
tial outcome of a smoker who continues smoking for two 
years is then Y�01

2 , and Y�11
2 if the smoker quits and refrains 

from smoking for two years.
The causal estimand for our research question can be 

formalized as a contrast of two potential outcomes:

ACE ¼ E Y�11
2

h i

− E Y�01
2

h i

: (1) 

The causal estimand in 1 can be referred to as an 
“always-exposed versus never-exposed effect.”

In Phase 1, we can also specify an MSM to formalize the 
research question. An MSM is a model for the marginal dis-
tribution (i.e., summarizing across all possible subpopula-
tions) of potential outcomes. For our research question, in 
which �a1 can only be �01 or �11, it can specified as

E Y�01
2

h i

¼ b0, (2) 

E Y�11
2

h i

¼ b0 þ b1 (3) 

where b0 represents the expected end-of-study body weight 
if all individuals continue smoking for two years, and b1 
represents the difference between the expected end-of-study 
body weight if all individuals quit smoking for two years 
(i.e., �a1 ¼ �11) versus if they continue smoking for two years 
(i.e., �a1 ¼ �01).

3.2. Phase 2: Assess Identifiability of Causal Estimands

Evaluation of the causal identification assumptions, particu-
larly exchangeability, can be done with help of a visual dia-
gram such as a causal directed acyclic graph (DAG; 
Hern�an, 2016; Pearl, 2009, 2010; VanderWeele, 2019). A 
causal DAG encodes causal assumptions about the data-gen-
erating mechanism based on domain knowledge (for an 
introduction on DAGs in the context of psychological sci-
ence, we refer to Rohrer, 2018). While causal DAGs appear 
similar to path diagrams commonly used in SEM, there are 
some crucial differences (Kunicki et al., 2023; Moerkerke 
et al., 2015). Importantly, the causal relations between varia-
bles in a causal DAG do not encode parametric assumptions 

about those relations, such as linearity assumptions or nor-
mality of residuals, which are typically assumed in a path 
diagram. Furthermore, causal DAGs only depict direct 
causal relationships represented by one-headed arrows, 
whereas path diagrams can also include covariances repre-
sented by two-headed arrows to account for unexplained 
relationships between variables. Yet, both types of diagrams 
can help a researcher to assess whether the causal identifica-
tion assumptions can be plausibly invoked in theory. To 
illustrate this, we examine the identifiability of the causal 
estimand in our empirical example.

First, we visually represent existing knowledge about the 
causal system (as well as uncertainty). Such knowledge can 
be obtained by a review of the literature and expert consul-
tations. We pragmatically drew information from a system-
atic review into smoking cessation and body weight gain by 
Tian et al. (2015). Potential confounding variables in the 
causal system of interest are time-invariant covariates age, 
sex, and ethnicity. Time-varying covariates are body weight, 
alcohol consumption, physical activity, socioeconomic fac-
tors, energy intake, and comorbidities. Knowledge of the 
involvement of these covariates in the causal system is rep-
resented in the causal DAG in Figure 1. For readability, we 
simplified the DAG by omitting relations between covariates 
themselves, and denoted the set of three time-fixed covari-
ates at baseline simply as “Baseline covariates,” and the set 
of five time-varying covariates as “Time-varying covariatest” 
for t¼ 0, 1, 2.

It is of paramount importance that the causal system is 
drawn based on background knowledge, and is not based 
on data availability. In this process, the omission of varia-
bles or arrows from the causal DAG is a stronger assump-
tion than including them, as omissions of arrows amounts 
to constraining causal effects to exactly zero (Bollen & 
Pearl, 2013). In longitudinal studies, this might imply that 
not only lag-1 effects are included in the causal DAG, but 
also lag-2 and longer relations (VanderWeele, 2021). As 
encoded in the simplified causal DAG in Figure 1, we do 
not assume only lag-1 effects, but additionally allows for 
lag-2 effects and longer. This causal DAG does not assume 
any particular probability distribution for the causal system, 

Figure 1. A simplified representation of the causal DAG relating smoking cessation and body weight. It includes the variables smoking cessation, body weight, 
baseline covariates, and time-varying covariates. The arrows represent the nonparametric links between them. ‡Age, sex, ethnicity. �Body weight, socioeconomic 
factors, alcohol consumption, physical activity, energy intake, and comorbidities.
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nor does it specify the functional form of the causal rela-
tionships in the graph. This means that there may be linear 
but also non-linear relations, and that there may be interac-
tions in addition to main effects.

We can now determine whether the causal estimand that 
was specified in Phase 1, can be expressed as a function of 
the observed data (i.e., the statistical estimand), given the 
background knowledge encoded in the causal DAG in 
Figure 1 and the available data. The causal identification 
assumption of consistency entails that the observed outcome 
of an individual who quits smoking for two years is equal to 
their potential outcome if quitting smoking for two years, 
that is, Y�11

2 ¼ Y for individuals with observed �a1 ¼ �11:

Similarly, the observed outcome of an individual who con-
tinues smoking for two years should be equal to their poten-
tial outcome if continuing smoking for two year, that is, 
Y�01

2 ¼ Y for individuals with observed �a1 ¼ �01 (Hern�an & 
Robins, 2020). This seemingly obvious assumption implies 
that the exposure itself, as well as (hypothetical) interven-
tions on it, must be sufficiently well defined such that it is 
clear what specific exposure the causal effect refers to 
(Hern�an, 2016; VanderWeele, 2018). For example, smoking 
cessation can be achieved with the help of nicotine pills, 
therapy, a supporting friend, or a combination of these; set-
ting the exposure to “quit smoking” leaves it open which of 
these exposures an individual undergoes. Because the differ-
ent strategies might have different causal effects on body 
weight, the observed outcome need not necessarily equal the 
potential outcome. Information about the distribution of 
strategies to quit smoking might help to link the potential 
outcomes to observed data (Hern�an & Robins, 2020), but 
this information is not collected in the LISS study, meaning 
that consistency is compromised in our example.

The conditional exchangeability assumption states that, 
given a set of covariates, the potential outcomes are inde-
pendent of the observed exposures. In longitudinal settings, 
with multiple exposure-times, conditional exchangeability 
must hold at each time point. This can be denoted as 
At??Y�at j�Lt , �At−1 ¼ �at−1, with �Lt denoting the set of baseline 
and time-varying covariates up to and including time t and 
�At−1 ¼ �at−1 representing the sequence of exposures a person 
received up to t − 1 (Hern�an & Robins, 2020; Naimi et al., 
2016). To be able to achieve this in practice, we must have 
collected data (without measurement error) on all relevant 
covariates that, based on the causal DAG, could confound 
the relationship between exposure and outcome. Based on 
Tian et al. (2015), ethnicity, socioeconomic factors, and 
energy intake were identified as relevant confounders. 
However, energy intake, for example, is not measured in the 
LISS data set, and therefore cannot be adjusted for in the 
analyses. As such, conditional exchangeability is compro-
mised for our example. In practice, this conclusion would 
imply that additional data needs to be collected or identified 
to be able to provide a valid answer to the research ques-
tion. Additionally, a sensitivity analysis can give insight into 
how strong the confounding by energy intake must be to 
substantively affect the conclusions derived from the pri-
mary analysis.

The sequential positivity assumption indicates that, at 
each time point and across all values of the covariates in the 
data, there is a non-zero probability for individuals to be in 
either exposure condition. This seems to be the case in this 
example on smoking cessation, because it is hard to con-
ceive a policy or condition due to which an individual has a 
zero probability to quit or continue smoking.

Based on our evaluation of the causal identification 
assumptions for the empirical example, we conclude that 
additional data needs to be collected or identified to provide 
a valid answer to the causal research question: Such a find-
ing is in itself is a useful contribution for the design of 
future studies (Petersen & Van der Laan, 2014). This 
example also underscores the importance of carefully con-
sidering Phases 1 and 2 in causal research before data is col-
lected to ensure that the causal identification assumptions 
are as plausible as possible. If no additional data can be col-
lected and the assumptions are compromised, then sensitiv-
ity analyses can be performed to determine, for example, 
how strong the relations of a confounding covariate must be 
to substantively change the conclusions of the primary ana-
lysis. For illustrative purposes we continue with the current 
example, but emphasize that causal interpretation of find-
ings would be incorrect.

Using the causal identification assumptions, the causal 
estimand can be reexpressed as a statistical estimand. These 
steps, which are provided in detail in Appendix B, are a for-
malization of the causal identification process as described 
above. It yields:

causal estimand :¼ E½Y�11
2 � − E½Y

�01
2 �,

..

.

¼ E
n
E
�
E½Y2j�A1 ¼ �11, �L1�jA0 ¼ 1, L0

�o

− E
n
E
�
E½Y2j�A1 ¼ �01, �L1�jA0 ¼ 0, L0

�o

¼: statistical estimand:

(4) 

Notice how the identification process starts with the causal 
estimand in terms of potential outcomes (hypothetical 
quantities), and ends in a statistical estimand with only 
observed variables. However the statistical estimand in 
Equation (4) is just one “form,” known in the causal infer-
ence literature as the “g-formula representation,” but can 
be further rewritten such that it takes a different form (for 
an introduction to the parametric g-formula aimed at psy-
chological researchers, see Loh et al., 2023). This is illus-
trated in Appendix B where we further rewrite the g- 
formula representation of the statistical estimand to the 
“IPW representation.” Different representations of a statis-
tical estimand invite different modeling approaches for 
Phase 3, and this can have advantages (or disadvantages) 
for particular research designs.

3.3. Phase 3: Estimation Using Finite Sample Data

The terms in the statistical estimand can be estimated from 
finite random samples (taken from the population distribu-
tion) under a statistical model. The “g-formula repre-
sentation” of the statistical estimand in Equation (4) suggests 
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that we impose a statistical model on the distribution of the 
outcome given the exposure and covariate history, and thus 
assumes that we accurately model the relationships between 
the outcome and the covariates (Schafer & Kang, 2008). In 
contrast, the statistical estimand can be reexpressed (see 
Appendix B) to the IPW representation, such that it does 
not suggest that the conditional distribution of the outcome 
be modeled; instead, the reexpressed statistical estimand sug-
gests that the time-varying exposures are modeled. So the 
same causal effect can be expressed as two different repre-
sentations of a statistical estimand, each of which invites a 
different modeling strategy, and depending on a particular 
application one modeling strategy might be advantageous 
over the other. Here, we compare path analysis to IPW esti-
mation—in which path analysis is more in line with the g- 
formula representation of the statistical estimand, and IPW 
estimation (obviously) with the IPW representation (Naimi 
et al., 2016)—and attempt to answer our research question 
using the LISS data.

3.3.1. Establishing the Study Sample from the LISS Data
The LISS panel study is based on a rolling enrollment, 
meaning that each year, a new group of individuals is added 
to the existing participant pool. Table 2 contains an over-
view of covariates that were included in the LISS data. We 
established the study sample for the target population 
“currently smoking Dutch adults” from the LISS data as fol-
lows. From each participant, the first four yearly measures 
were selected (regardless of the year in which participants 
enrolled), corresponding to time anchors t ¼ − 1 to t¼ 2 in 
our study. If participants indicated affirmatively on the 
question “Do you smoke now?” at their first measurement 
wave, they were included in the sample of this study starting 
from the wave after (i.e., their second measurement wave is 
at t¼ 0). The sample included 2,736 participants. 
Participants with implausible or impossible values on varia-
bles were deleted (i.e., weight higher than 200 kg or lower 
than 20 kg, yearly weight increase followed by weight 
decrease of more than 50 kg, more than 150 h of physical 
activity per week). To keep the focus of this analysis on the 
parametric assumptions underlying both approaches, we 
filled in missing values in this sample by single imputation 
using the mice package (version 3.16.0; Buuren & 
Groothuis-Oudshoorn, 2011) in R (version 4.2.2; R Core 
Team, 2022).

3.3.2. Path Analysis with an Additional Joint Effect 
Parameter
In a typical SEM approach, the entire causal system as illus-
trated in the simplified DAG of Figure 1 would be inter-
preted as a path diagram. This implies that each 
dependency is specified in a SEM model as a linear effect, 
with independent residuals that are multivariate normally 
distributed. All exogenous variables (i.e., the baseline covari-
ates) are allowed to freely covary with each other. This path 
diagram represents a set of linear equations, the parameters 
of which are estimated from the data. If the entire causal 
system is correctly specified (i.e., all dependencies in Figure 
1 are indeed linear; there is no measurement error, effect 
modification, or interactions between the intermediate cova-
riates in influencing the outcome; error terms follow a 
multivariate normal distribution; Gische & Voelkle, 2022), 
then this approach results in unbiased estimates of each 
path. Estimates of our joint effect of interest can then be 
obtained as linear combinations of path-specific estimates. 
In particular, the joint effect is a linear combination of all 
regression coefficients on paths from exposures (both at 
time points 0 and 1) to the outcome, not going through 
later exposures. For the empirical example, this includes (a) 
the lag-2 path “Smoking cessation0” ! “Body weight2”; (b) 
the set of indirect paths “Smoking cessation0” ! “Time- 
varying covariates1” ! “Body weight2”; and (c) the path 
“Smoking cessation1” ! “Body weight2.” The combinations 
of these paths can be specified as additional parameters in a 
SEM model, such that point estimates for the targeted 
effects can be obtained directly. Confidence intervals can be 
obtained by nonparametric bootstrap.

A complicating factor is the inclusion of time-varying 
covariates that are categorical. When the effect of exposure 
on an intermediate time-varying covariate is estimated based 
on logistic or probit regression, it results in a logit or probit 
coefficient, and the simple product of regression coefficients 
along causal paths should not be used (Li et al., 2007). 
Some solutions have been proposed in the causal mediation 
literature, such as the use of adjusted logit and probit 
regression estimates when taking the product of regression 
coefficients (Li et al., 2007), or estimation of so-called coun-
terfactually-defined indirect effects based on the simulation 
of potential outcomes (B. O. Muth�en et al., 2016; Nguyen 
et al., 2016). However, the uptake up these methods is lim-
ited (Rijnhart et al., 2023), and these methods have not 
been implemented and evaluated for cross-lagged panel 
research yet. For this reason, a path analysis using the LISS 
data that incorporates all variables mentioned in Table 2, 

Table 2. Overview of covariates included in the LISS panel study.

Covariate Measurement level Measurement time Time-span

Age Continuous Baseline Right now
Sex Nominal Baseline Right now
Body weight Continuous Time-varying Right now
Alcohol consumption Ordinal Time-varying Average last year
Hours physical activity Continuous Time-varying Average last week
Number of comorbiditiesa Ordinal Time-varying Last year

Note. All variables are self-reported measures taken from a questionnaire.
aSelf reported information on diagnosis by a physician.
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including those covariates measured in a categorical manner 
(e.g., alcohol consumption, number of comorbidities), is 
currently not a viable option.

For purely illustrative purposes, we discard the categorical 
covariates in this example such that we can continue our 
comparison of SEM and potential outcome approaches, and 
(the impact of) the parametric assumptions underlying path 
analysis and IPW estimation. We stress that this decision is 
far from satisfying from a causal inference point-of-view 
because the exchangeability assumption would consequently 
be violated. The decision is a necessary consequence of 
choosing path analysis as an estimation strategy in this 
phase. A path model based on Figure 1 was fitted to the 
LISS data in Mplus version 8.9. (L. K. Muth�en & Muth�en, 
2017). Only body weight and hours of physical activity were 
included as time-varying covariates. The probit-link was 
used for regressing the time-varying exposures on covariates.

3.3.3. IPW Linear Regression
In brief, the aim of IPW is to create a pseudo-population in 
which the exchangeability assumption holds conditional on 
the measured covariates (Robins et al., 2000). This is 
achieved in three steps. First, probability of exposure is esti-
mated using a propensity score model in which the expos-
ure is regressed on the measured confounding variables. For 
a categorical exposure, such a model is commonly a logistic 
regression model in which the exposure is the outcome, and 
all confounding variables identified using the approach 
described in Section 3.2 are independent variables. The pro-
pensity score model must be correctly specified, implying 
that the functional form of the dependencies in the model is 
correct (i.e., the dependencies are in fact linear). In the 
second step, inverse-probability-of-exposure-weights are cre-
ated for each individual. These are based on the probability 
of observed exposures values from the fitted propensity 
score model, which are inverted, and then multiplied across 
the time points per individual. The resulting weights are 
used to balance the original sample: Individuals with a low 
probability of scoring their observed exposure value have a 
higher weight, and are therefore over-represented in the 
pseudo-population, whereas individuals with a high prob-
ability of scoring their observed exposure have a lower 
weight, and are therefore underrepresented in the pseudo- 
population. The consequence of this weighting procedure is 
that in the pseudo-population the dependencies of the time- 
varying exposure on the time-varying varying-covariates— 
the paths “Time-varying covariates−1” ! “Smoking ces-
sation0”; “Time-varying covariates−1” ! “Smoking 
cessation1”; “Time-varying covariates0” ! “Smoking ces-
sation0”; “Time-varying covariates0” ! “Smoking 
cessation1”; and “Time-varying covariates1” ! “Smoking 
cessation1”—are broken, such that these covariates are not 
confounders anymore for the effect of smoking cessation on 
end-of-study body weight. In the third step, estimates of the 
targeted effects are obtained by fitting a weighted regression 
model to the pseudo-population in which the outcome is 
regressed on both exposure-times. If the parametric assump-
tions (e.g., linearity, the absence of interaction effects) of 

this outcome model hold, then this procedure leads to 
unbiased estimates of the effect of exposure at time point 0 
not going through later exposures, and exposure at time 
point 1, on the outcome. These effects of smoking cessation 
at each time point are also sometimes referred to as con-
trolled direct effects, where the term “controlled” refers to 
controlling for future exposures, and “direct” refers to the 
fact that the intermediate process by which smoking cessa-
tion leads to body weight is not modeled (Daniel et al., 
2013). The sum of both controlled direct effects is our esti-
mate of the joint effect.

The IPW regression method was applied to our empirical 
example. In contrast to path analysis, we include both cat-
egorical and continuous time-varying covariates here. A 
propensity score model was fitted by regressing the exposure 
variables on covariate history and previous exposure status. 
Positivity was evaluated by a visual inspection of overlap of 
the distributions of propensity scores of exposed and non- 
exposed at each time point, see Figure 2. No violation to 
positivity was detected. Stabilized IPWs were computed 
from the propensity score model using the R package 
WeightIt (version 0.14.0; Greifer, 2023b). Balance of the 
confounding variables in the propensity score model was 
assessed by comparing the standardized means of covariates 
for those who quit smoking, and those who continued 
smoking, using the R package cobalt (version 4.5.0; Greifer, 
2023a). This comparison was done in both the unweighted 
sample and the weighted sample (i.e., the pseudo-popula-
tion), and at both exposure-times, see Figure 3. Absolute 
standardized mean differences indicated well-balanced data 
based on a recommended threshold value of 0.2 (Stuart, 
2010).

A regression model was fitted to the pseudo-population, 
regressing body weight at t¼ 2 on smoking cessation at 
t¼ 0 and t¼ 1. The regression coefficients of smoking cessa-
tion at t¼ 0 and t ¼ 1 are the controlled direct effects, the 
combination of which is our joint effect of interest. 95% 
confidence intervals were obtained using the nonparametric 

Figure 2. Density of propensity scores for individuals who quit smoking versus 
individuals who continued smoking at time points 0 and 1 (before weighting). 
Propensity scores were computed using all covariates.
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bootstrap with 999 replications. Bootstrapping was per-
formed using the R package boot (version 1.3-28; Canty & 
Ripley, 2022).

3.3.4. Results
Path analysis resulted in an estimated always-exposed versus 
never-exposed effect of 0.69, 95% CI [−0.01, 1.34], implying 
that there is no evidence of an effect of sustained smoking 
cessation on body weight a year later. Analysis with IPW 
regression resulted in a negative estimate of sustained smok-
ing cessation, −1.87, [−4.29, 0.53], although it similarly was 
not significant at the a ¼ :05 level. Although the 

conclusions drawn in terms of significance would be the 
same for this particular empirical example, both methods 
resulted in wildly different point estimates (the point esti-
mate of one method is not contained within the confidence 
interval of the other). This difference can be due to the dif-
ferent set of covariates that was adjusted for, and the differ-
ent parametric assumptions that both methods rely on. Note 
again that the results from IPW regression are based on a 
limited set of covariates that is adjusted for due to unavail-
ability in the LISS data, and that results from the path anal-
yses are based on a smaller set of covariates due to the 
limitations of including a large set of (categorical) covariates 
into a SEM model. When more covariates are included in 

Figure 3. Visualization of covariate balance (standardized mean differences) before and after reweighing at time points 0 and 1. The asterisk � denotes binary 
covariates (or dummy variables) for which the displayed value is the raw (unstandardized) difference in means. PW¼ per week; PM¼ per month; P2M¼ per 
two months; PY¼ per year.
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the analyses, the results in terms of point estimates and sig-
nificance can change, and it is not possible to predict 
beforehand how (dis)similar results from both methods will 
be for any given application.

4. Simulation Study

So far, we have given an elaborate illustration of the investi-
gation of joint effects, specifically an always-exposed versus 
never-exposed effect, in the causal inference framework, and 
using path analysis and IPW linear regression as estimation 
methods. In the current section, we study the impact of vio-
lations of parametric assumptions in path analysis and IPW 
linear regression, particularly, violations of the linearity 
assumption. We performed a simulation study to compare 
the finite sample performance of both estimation methods 
in terms of bias and MSE under various scenarios of model 
misspecification. In line with the empirical example, we 
focused on investigating the always-exposed versus never- 
exposed effect. The scenarios considered here were further 
simplified compared to the empirical example (in terms of 
number of covariates), but are based on the same causal 
structure as the simplified DAG in Figure 1.

4.1. Data Generation

Data were generated under five different data-generating 
mechanisms (DGMs). All DGMs contain a time-varying 
binary exposure A measured at time points t¼ 0, 1, a con-
tinuous end-of-study outcome Y2, a continuous baseline 
confounder L−1, and continuous time-dependent confound-
ing variables Lt at time points t ¼ 0, 1: The simulated data 
have a causal structure as visualized in Figure 4, with con-
tinuous variables following a normal distribution. Appendix 
A contains a table with population values for all regression 
coefficients. In DGM 1, all dependencies are linear. In DGM 
2, the dependencies of the time-dependent confounders L0 
and L1 include a quadratic term, see Figure 5(a). These 
terms were created by first grand mean centering the pre-
dictors before squaring them. The quadratic regression coef-
ficients were equal to the linear regression coefficients. By 
grand mean centering the predictors, the population value 
of the always-exposed versus never-exposed effect does not 
change. In DGM 3, the dependencies of the outcome on the 
baseline and time-dependent covariates are quadratic, see 
Figure 5(b). In DGM 4, the dependencies of the exposure 
on the time-varying covariates are quadratic, see Figure 
5(c). Finally, DGM 5 combines all quadratic dependencies 
of DGMs 2, 3 and 4. In all five DGMs, the population con-
trolled direct effect of A0 on Y2 is 0.32, and the population 
controlled direct effect of A1 on Y2 is 0.40, such that, com-
bined, the population always-exposed versus never-exposed 
effect is 0.72. Data generation was performed in base R (ver-
sion 4.2.2; R Core Team, 2022).

4.2. Estimation

Five different estimation methods were used for investigat-
ing the always-exposed versus never-exposed effect: IPW 
linear regression, linear path analysis, IPW regression with 
both linear and quadratic terms in the propensity score 
model, path analysis with both linear and quadratic terms, 
and linear regression without confounding adjustment. 
These methods estimated the always-exposed versus sus-
tained non-exposed effect as a combination of the con-
trolled direct effects of A0 and A1. The propensity score 
model and outcome model of IPW linear regression were 
fitted using standard OLS regression in R version 4.2.2 (R 
Core Team, 2022). The path analysis models were fitted in 
Mplus version 8.9, with the probit link used for the regres-
sion models of the exposures, and robust maximum likeli-
hood selected as the estimator (L. K. Muth�en & Muth�en, 
2017).

The linear IPW estimation method was misspecified 
under DGMs 4 and 5: It wrongly assumed linear dependen-
cies for the propensity score model. For path analysis, a lin-
ear path analysis model was specified, which was locally 
misspecified under DGMs 2, 3, 4, and 5. To get a sense for 
the impact of misspecification on performance of the 
method, we also estimated the joint effects without misspe-
cification in the methods: For IPW, this was implemented 
using a propensity score model that included quadratic 
terms for DGMs 4 and 5; for path analysis, a path analysis 
model was specified which included quadratic terms where 
relevant for DGMs 2, 3, 4, and 5. These latter two scenarios 
thus represent a “best-case scenario,” in which no model 
misspecification occurs in the IPW regression, and path 
analysis methods. Finally, a linear regression model with Y2 
as the outcome and A0 and A1 as independent variables was 
specified, without any regression adjustment for confound-
ing, or weighting. This method provides a benchmark for a 
“worst-case scenario” against which we can compare (misspe-
cified) IPW regression and path analysis methods. 
Performance of these five methods under different simulation 
conditions was evaluated in terms of bias of the joint-effect 
point estimates, and mean square error (MSE).

In addition to varying the source of model misspecifica-
tion, we varied sample size (n¼ 300, 1,000) and proportion 
exposed at both time points (p ¼ 0:1, 0:5, 0:9). Combined, 
this lead to 30 simulation conditions. For each condition, a 
thousand replications were simulated.

Figure 4. The causal structure of the data generating mechanisms used in the 
simulations.
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5. Results

Figure 6 visualizes the bias of point estimates for the 
always-exposed versus never-exposed effect across the five 
estimation methods. Here, we only present results for a 
sample size of n¼ 1,000, and 10% and 50% exposed. Figure 
7 contains the mean square error of these point estimates. 
The horizontal bars in both plots are 95% confidence inter-
vals (CI), based on Monte Carlo standard errors, for the 
bias and MSE (Morris et al., 2019). For most estimates of 
bias and MSE, this CI is so narrow that it is not visible. 
Numerical results, as well as results for the other simulation 
conditions, are included in the online supplementary 
materials.

As expected under DGM 1, the linear IPW regression 
model and linear path analysis model performed well in 
terms of bias and MSE. Here, the IPW regression model 
and path analysis model with additional quadratic effects 
were equivalent, as all dependencies are in fact linear under 

DGM 1. For DGM 2, there was only slight upward bias for 
the linear path analysis model under the 10% exposed con-
dition, which reduced to near 0 when exposure was bal-
anced (it is barely visible in Figure 6, but shows in the 
numerical results in the online supplementary materials). 
This bias did not exist for the linear IPW regression model, 
although it had more variability of the estimates as reflected 
in the slightly increased MSE.

Results for DGM 3 and 10% exposed showed significant 
bias in the estimates of the linear path analysis model, and 
small bias for the linear IPW regression model. The higher 
bias for the linear path analysis model was also reflected in 
the MSE, which was now higher than that of the linear IPW 
regression model. When exposure was balanced, these biases 
disappeared and linear path analysis had a lower MSE again. 
Results for DGM 4 with 10% exposed showed a large nega-
tive impact of an incorrectly specified propensity score 
model for IPW-based estimators (Hern�an & Robins, 2020). 
There was considerable bias for the linear IPW regression 

Figure 5. Overview of data generating mechanisms (DGMs) 2, 3, and 4. Bold black arrows in the DAGs indicate nonlinear dependencies. These direct effects are 
visualized in the plots to the right of each respective DGM, with the solid black line representing the true (nonlinear) functional relationship between two variables, 
and the dashed blue line representing the linear projection. DGM 1 (not illustrated here) contains only linear dependencies. DGM 5 (not illustrated here) combines 
the nonlinear dependencies of DGMs 2, 3, and 4.
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model and increased MSE. When exposure was balanced in 
the sample, both bias and MSE were close to zero again, 
although some bias remained. Somewhat surprisingly, esti-
mates of the effect of interest in the linear path analysis 
model appeared unaffected by the incorrectly modeled expo-
sures, with no bias and low MSE for both the 10% exposed 
and 50% exposed conditions.

Finally, for DGM 5, both the linear IPW regression 
model and the linear path analysis model performed badly, 
with significant bias in the point estimates and high MSE. 
This was expected as there was considerable misspecification 
of functional forms in multiple locations of the models 
(i.e., numerous violations of parametric assumptions). 
Performance increased somewhat when the proportion 
exposed in the sample was balanced, but bias remained sig-
nificant. In this situation, both methods performed almost 
as poorly as the naive, unadjusted method.

6. Discussion

While the use of SEM models for causal inference from lon-
gitudinal observational data is quite popular in psychology, 
this practice has been criticized in the causal inference lit-
erature for its high potential of model misspecification and, 
consequently, bias in the estimates of causal effects of inter-
est (cf. Bollen & Pearl, 2013; Van der Laan & Rose, 2011; 
VanderWeele, 2012). To fully understand this critique, and 
to see why the alternative causal inference methods that 
have been proposed counter these problems, researchers 
need to be knowledgeable of the potential outcomes frame-
work. Although SEM methods are compatible with the 
potential outcomes framework (e.g., Loeys et al., 2014; 
Moerkerke et al., 2015; B. O. Muth�en et al., 2016), the litera-
ture on the potential outcomes framework comes predomin-
antly from the disciplines of epidemiology and biostatistics; 

Figure 6. Bias in the point estimates of the always-exposed versus never-exposed effect across five methods: “IPW (L)” is linear IPW regression; “path (L) is linear 
path analysis; “IPW (L, Q)” is IPW regression with linear and quadratic terms in DGMs 3, 4, and 5; “path (L, Q)” is path analysis with linear and quadratic terms in 
DGMs 2, 3, 4, and 5; “unadjusted” is a linear regression without confounding adjustment. Results are presented for the case of n¼ 1,000, 10% and 50% exposed, 
and across five DGMs.

Figure 7. MSE of the point estimates of the always-exposed versus never-exposed effect across five methods, and five DGMS (n¼ 1,000).
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as such, the literature is targeted to research problems and 
common practices that psychological researchers are less 
familiar with, making it difficult to bridge the disciplinary 
gap. In this article, we first introduced SEM users from 
psychology (and related disciplines) to three core phases of 
the potential outcomes approach to causal inference 
(inspired by Goetghebeur et al., 2020; Petersen & Van der 
Laan, 2014). In particular, we compared path analysis from 
the SEM framework to IPW estimation of MSMs in the 
context of cross-lagged panel research, and when investigat-
ing an always-exposed versus never-exposed effect of a 
time-varying exposure on an end-of-study outcome in the 
presence of baseline and time-varying confounding. 
Through the use of a simulation study, we assessed the 
finite-sample performance (in terms of bias and MSE) of 
both methods under varying violations of parametric 
assumptions.

Simulation results showed that, for the specific scenarios 
investigated in this study, path analysis generally had lower 
MSE than IPW estimation when estimating the time-varying 
exposure effect; the only exception here was for DGM 3, 
with misspecification in the relationships between the con-
founders and the outcome. The lower MSE obtained with 
path analysis was mainly due to higher efficiency obtained 
from making assumptions about the relationships between 
variables, which compensated for the higher bias under par-
ticular forms of misspecification (see, for example, the lower 
MSE of path analysis in DGM 4, specifically for “IPW (L, 
Q)” and “Path (L, Q)”; and DGM 5, even while path ana-
lysis was as biased, or more biased than IPW regression). 
For misspecification of the covariate-outcome relations (i.e., 
in DGM 3, in which a linear relation was assumed in the 
fitted model whereas data were generated under a quadratic 
relation), results for an uneven distribution of exposed and 
non-exposed individuals (10% exposed) confirmed that path 
analysis was more prone to bias in the always-exposed ver-
sus never-exposed effect than IPW estimation. However, the 
bias appeared to be minor. For misspecification of the pro-
pensity score model (the covariate-exposure relationships in 
DGM 4), IPW estimation led to significant bias for the 
always-exposed versus never-exposed effects, whereas no 
bias was observed for path analysis in this scenario. When 
covariate, exposure, and outcome dependencies were all 
misspecified (DGM 5), then both path analysis and IPW 
regression performed almost as poorly (in terms of bias) as 
standard linear regression without any covariate adjustment. 
Interestingly, bias across all scenarios was significantly 
reduced when the proportion exposed was balanced.

Hence, our comparison of path analysis and IPW estima-
tion across the three phases of causal inference has made 
insightful how SEM approaches fit within a principled 
approach to causal inference, the causal identification 
assumptions that both methods rely on, and the differences 
between them in terms of the parametric assumptions they 
make. Subsequently, our simulations have shown that viola-
tions of parametric assumptions unique to path analysis 
(i.e., concerning covariate-covariate relationships, investi-
gated in DGM 2; and covariate-outcome relationships, 

investigated in DGM 3) do not always translate into sub-
stantial bias when estimating joint effects from finite sam-
ples. These results nuance the criticism of SEM for the 
purpose of causal inference, for instance as expressed by 
VanderWeele (2012). Moreover, we find that in a setting 
without unmeasured confounding, path analysis actually 
performed better generally in terms of MSE, and showed no 
bias when the functional forms of the covariate-exposure 
relations are misspecified, in contrast to IPW estimation 
(see DGM 4).

However, this should not be interpreted to mean that 
SEM can be easily used in cross-lagged panel research for 
the purpose of causal inference. First, our illustrative 
example highlights that attempts to model the entire data 
generating mechanism (as with cross-lagged panel modeling 
approaches) complicates computations of joint effects when 
categorical time-varying covariates are included (e.g., com-
bining linear regression coefficients with logit or probit 
coefficients). This is problematic as the inclusion of many 
time-varying covariates is required to make the causal iden-
tification assumption of conditional exchangeability plaus-
ible in the first place, and some covariates are likely to be 
categorical in practice (e.g., level of education, diagnoses of 
psychological disorders, relationship status, etc.). Second, 
our simulations focused only on a limited number of scen-
arios in which the violation of parametric assumptions was 
limited to the omission of a quadratic term. We are likely to 
find more extreme biases for both methods under more 
severe violations in which linear relationships cannot 
approximate the true functional relationship well (for 
example, see Table 1 of Kang & Schafer, 2007). In such sit-
uations, the use of machine learning techniques for fitting 
nonparametric models is advisable, and IPW-based methods 
have been extended to easily allow for this (Greifer, 2023b). 
Third, the presence of unmeasured confounding variables, 
wrongfully omitting interactions and second-order lagged 
effects from the model, and a different set of population 
parameter values are factors that have not been explored in 
these simulations, but which can have a profound impact 
on the performance of both methods. In light of this uncer-
tainty, it is therefore generally advisable to consider methods 
that relax the parametric assumptions as much as possible, 
and causal inference methods from the potential outcomes 
framework are advantageous in this respect compared to 
various kinds of cross-lagged panel models.

Furthermore, we emphasize that these simulation results 
should certainly not be interpreted as an incentive to con-
tinue currently popular SEM modeling practices, when the 
actual goal is causal inference. While estimation of causal 
effects using SEM models can work well for carefully- 
defined research problems (as illustrated by the relatively 
good performance of path analysis across different scenarios 
in the simulations, especially in terms in MSE), it requires 
careful and elaborate consideration of the issues and topics 
in Phases 1 and 2 of causal research, as we have shown in 
this article. Fitting an off-the-shelf bivariate cross-lagged 
panel model (or a related SEM-model) without inclusion of 
additional covariates (both baseline and time-invariant), and 
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without consideration of lag-2 and further relationships, is 
inappropriate for investigating causal effects. While this 
paper focused on the investigation of joint effects, our con-
clusion equally applies when the interest is in cross-lagged 
effects. In fact, we estimated joint effects as combinations of 
CDEs, and under the causal DAGs in Figures 1 and 4, the 
CDE of exposure at time point 2 is the same as the cross- 
lagged effect of exposure at time point 2 to the end-of-study 
outcome. Psychological researchers are therefore well- 
advised to study the potential outcomes framework, and the 
proposed causal inference methods therein such that they 
can make better-informed decisions about which modeling 
approach is appropriate given their considerations in Phases 
1 and 2.

In this article, we limited our simulations to misspecifica-
tion of functional forms, and did not investigate the impact 
of unobserved confounding variables from the analysis, or 
the potential of latent variables to (partially) adjust for this 
(Usami et al., 2019). Unobserved confounding is, however, a 
fundamental issue in causal research. We also did not study 
the performance of path analysis and IPW estimation under 
violations of conditional independence assumptions—that is, 
when the causal DAG that acts as the basis for our analyses 
wrongfully omits one, or multiple, dependencies—which 
was an additional critique in VanderWeele (2012). Instead, 
in our simulations and in our illustrative example, both the 
path analysis model and IPW estimation included lag-0, lag- 
1, lag-2, and lag-3 relationships. Furthermore, missingness 
in the illustrative example was handled by single stochastic 
imputation for practical reasons. However, as the SEM 
framework and potential outcome framework have different 
techniques for missing data handling—IPW for censoring is 
more common in the potential outcomes framework, 
whereas the use of full information likelihood is widespread 
in SEM—it would be interesting to also investigate how dif-
ferences in these techniques impact estimation performance.

In conclusion, psychological research has fully embraced 
the SEM framework for causal inference, whereas the uptake 
of the potential outcomes framework, and the causal infer-
ence methods developed herein, has been lagging behind. 
However, reduced reliance on parametric assumptions and 
the possibility to include a large set of (categorical) time- 
varying covariates, are good reasons to invest time in learn-
ing techniques such as IPW estimation of MSMs. We hope 
this comparison of IPW estimation and path analysis facili-
tates a better understanding of these methods for causal 
inference about time-varying exposure effects.
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Appendix A 
A1. Simulation Study

Table A1 contains the population values used for data generation. L−1 
is normally distributed with mean 4 and variance 1. Residuals are 
standard-normally distributed. The intercepts of L0 and L1 are set to 1. 
The intercept of Y2 is 0. These population values resulted in an 
always-exposed versus never-exposed effect of 0.72.

Appendix B 
B1. Derivation Statistical Estimand

Here, we describe the derivation of the statistical estimand in Equation 
(4) from the causal estimand in Equation (1). In the derivation we 
repeatedly make use of laws of conditional expectations (see Chapter 
10 of Steyer & Nagel, 2017), as well as the causal identification 
assumptions of conditional exchangeability, consistency, and positivity. 
Equality (1) follows from the law of iterated expectations with regards 
to L0. Equality (2) follows from the conditional exchangeability 
assumption of the form Y�a1

2 ??A0jL0, and from the positivity assump-
tion with regards to A0, Pr½a0jl0� > 0, for all l0. Equality (3) follows 
from law of iterated expectations with regards to L1, conditional on L0 
and A0. As we now condition on both L0 and L1, we represent this as 
conditioning on covariate history �L1: Equality (4) follows from condi-
tional exchangeability of the form Y�a1

2 ??A1j�L1, A0 ¼ a0, and the posi-
tivity assumption with regards to A1, Pr½a1ja0,�l1� > 0, for all a0 and �l1:

Equality (5) relies on the consistency assumption, stating that Y�11
2 ¼ Y2 

for individuals with observed �A1 ¼ �11, and Y�01
2 ¼ Y2 for individuals 

with observed �A1 ¼ �01:

causal estimand :¼ E½Y�11
2 � − E½Y

�01
2 �,

¼
ð1ÞE E½Y�11

2 jL0�

n o

− E E½Y�01
2 jL0�

n o

¼
ð2ÞE E½Y�11

2 jA0 ¼ 1, L0�

n o

− E E½Y�01
2 jA0 ¼ 0, L0�

n o

¼
ð3ÞE E

�
E½Y�11

2 jA0 ¼ 1, �L1�jA0 ¼ 1, L0
�n o

− E E
�
E½Y�01

2 jA0 ¼ 0, �L1�jA0 ¼ 0, L0
�n o

¼
ð4ÞE E

�
E½Y�11

2 j
�A1 ¼ �11, �L1�jA0 ¼ 1, L0

�n o

− E E
�
E½Y�01

2 j
�A1 ¼ �01, �L1�jA0 ¼ 0, L0

�n o

¼
ð5ÞE EðE½Y2j�A1 ¼ �11, �L1�jA0 ¼ 1, L0Þ

� �

− E EðE½Y2j�A1 ¼ �01, �L1�jA0 ¼ 0, L0Þ
� �

¼ : statistical estimand ðg-formula representationÞ:

This statistical estimand takes the form that is known in the causal 
inference literature as the standard g-formula for time-varying expo-
sures (Loh et al., 2023; Naimi et al., 2016; Robins, 1986). It can be fur-
ther rewritten to a form that is known in the causal inference 
literature as the IPW representation. Continuing from the statistical 
estimand in g-formula representation on the right-hand side of 
Equality (5), it yields:

E EðE Y2j�A1 ¼ �11, �L1
� �

jA0 ¼ 1, L0Þ
� �

− E EðE Y2j�A1 ¼ �01, �L1
� �

jA0 ¼ 0, L0Þ
� �

¼
ð6ÞE EðE

Y21ðA1 ¼ 1Þ
PrðA1 ¼ 1jA0 ¼ 1, �L1Þ

jA0 ¼ 1, �L1

� �

jA0 ¼ 1, L0Þ

� �

− E EðE
Y21ðA1 ¼ 0Þ

PrðA1 ¼ 0jA0 ¼ 0, �L1Þ
jA0 ¼ 0, �L1

� �

jA0 ¼ 0, L0Þ

� �

¼
ð7ÞE Eð

Y21ðA1 ¼ 1Þ
PrðA1 ¼ 1jA0 ¼ 1, �L1Þ

jA0 ¼ 1, L0Þ

� �

− E Eð
Y21ðA1 ¼ 0Þ

PrðA1 ¼ 0jA0 ¼ 0, �L1Þ
jA0 ¼ 0, L0Þ

� �

¼
ð8ÞE Eð

Y21ð�A1 ¼ �11Þ

PrðA0 ¼ 1jL0ÞPrðA1 ¼ 1jA0 ¼ 1, �L1Þ
jL0Þ

( )

− E Eð
Y21ð�A1 ¼ �01Þ

PrðA0 ¼ 0jL0ÞPrðA1 ¼ 0jA0 ¼ 0, �L1Þ
jL0Þ

( )

¼
ð9ÞE

Y21ð�A1 ¼ �11Þ

PrðA0 ¼ 1jL0ÞPrðA1 ¼ 1jA0 ¼ 1, �L1Þ

( )

− E
Y21ð�A1 ¼ �01Þ

PrðA0 ¼ 0jL0ÞPrðA1 ¼ 0jA0 ¼ 0, �L1Þ

( )

¼
ð10ÞE WY21ð�A1 ¼ �11Þ

� �
− E WY21ð�A1 ¼ �01Þ
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¼
ð11ÞE WY2Prð�A1 ¼ �11Þj�A1 ¼ �11
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− E WY2Prð�A1 ¼ �01Þj�A1 ¼ �01
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W
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− E
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¼
ð13ÞE W�Y2j�A1 ¼ �11Þ
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� �

¼: statistical estimand ðIPW representationÞ:

Table A1. Population values used for data generation.

Causal effect Population value

L−1 ! . . . 0.1a

L0 ! A0 0.5
L0 ! L1 0.3
L0 ! A1 0.25
L0 ! Y2 0.15
A0 ! L1 0.4
A0 ! A1 0.8
A0 ! Y2 0.2
L1 ! A1 0.5
L1 ! Y2 0.3
A1 ! Y2 0.4
aThis value applies to all effects of L−1:
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Equality (6) follows from the law of iterated expectations with 
regard to A1, conditional on A0 and �L1, and from the positivity 
assumption with regards to A1, Pr½a1ja0,�l1� > 0, for all a0 and �l1:

Here, 1ð�Þ is an indicator function that equals one if ð�Þ is true, and 
zero otherwise. Equality (7) follows from the law of iterated expecta-
tions with regard to L1, conditional on A0 and L0. Equality (8) follows 
from the law of iterated expectations with regard to A0, conditional on 
L0, and from the positivity assumption with regards to A0, Pr½a0jl0� >
0, for all l0. Equality (9) follows from the law of iterated expectations 
with regard L0. For Equality (10) we define inverse probability of 
exposure weights W as W ¼W0W1, that is the product of the inverse 
probability weights at each exposure-time. With a dichotomous expos-
ure taking on values A¼ 0 or A¼ 1, and for time points t¼ 0, 1, the 
time-specific weights are defined as

Wt ¼
At

PrðAt ¼ 1j�Lt , �At−1Þ
þ

1 − At

1-PrðAt ¼ 1j�Lt , �At−1Þ
:

Equality (10) then follows from this definition of the weights W. 
Equation (11) follows from the law of iterated expectations with regard 
to �A1: To see that Equality (12) is true, suppose for simplicity that �L1 
is discrete, and observe that

E Wj�A1 ¼ �a1
� �

¼ E
1

PrðA0 ¼ a0jL0ÞPrðA1 ¼ a1jA0, �L1Þ
j�A1 ¼ �a1

� �

¼
X

l0

X

l1

Prð�L1 ¼ �l1j�A1 ¼ �a1Þ

PrðA0 ¼ a0jL0ÞPrðA1 ¼ a1jA0 ¼ a0, �L1 ¼ �l1Þ

¼
1

Prð�A1 ¼ �a1Þ

X

l0

X

l1

Prð�A1 ¼ �a1, �L1 ¼ �l1Þ

PrðA0 ¼ a0jL0ÞPrðA1 ¼ a1jA0 ¼ a0, �L1 ¼ �l1Þ

¼
1

Prð�A1 ¼ �a1Þ

X

l0

X

l1

PrðL0 ¼ l0ÞPrðL1 ¼ l1jA0 ¼ a0, L0 ¼ l0Þ

¼
1

Prð�A1 ¼ �a1Þ

X

l0

PrðL0 ¼ l0Þ
X

l1

PrðL1 ¼ l1jA0 ¼ a0, L0 ¼ l0Þ

¼
1

Prð�A1 ¼ �a1Þ
:

Equality (13) is a more succinct way of expressing the statistical 
estimand in IPW representation using stabilized weights W� ¼

W=E½Wj�A2�: This derivation shows that a statistical estimand in g-for-
mula representation can be rewritten into a statistical estimand in IPW 
representation. However, both representations suggest a different mod-
eling approach: The g-formula representation suggest that a statistical 
model for L1 and Y might need to be specified, whereas the IPW rep-
resentation suggests that the time-varying exposures are modeled (via 
the inverse probability of exposure weights W).
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